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Abstract

Feature subset selection plays an important rolgaia mining and machine learning applications. frt@n aim of
feature subset selection is reducing dimensionddityremoving irrelevant and redundant features enproving

classification accuracy. This paper presents arsigesel feature selection method called as Exteriderry Absolute
Information Measure (EFAIM) for different classifie In this process, first discretization algorithsnapplied to
discretize numeric and nominal features of a datalia construct fuzzy sets of a feature. Then tethod EFAIM is
applied to select feature subset focusing on bayndamples. To verify the effectiveness of this imef;, several
experiments are conducted for different classifisteh as, LMT, Naive Bayes, SMO, C4.5, JRIP, PART Simple
Cart with different UCI datasets. The Experimem&ults indicates that the proposed algorithm reoléeved better
classification accuracy for all datasets, thatalsnost above 75% of accuracy. For WINE datasegets 96% of
classification accuracy for Naive Bayes classifi@n lonosphere dataset, it gives almost 89% afsdfi@ation accuracy
for maximum of classifiers with minimum selectedtigre subset. Thus improved classification accura@mbtained
with selected subset of minimum number of featataminimum processing time.

Keywords: Boundary samples, Classification, Data mining, Bitzation, Extended Fuzzy Absolute Information Measu
Feature selection, Fuzzy sets, Membership function.

1. Introduction experiments are conducted for different data s@ten
Data preprocessing is an important and criticgh #tethe from UCI Repository of Machine Learning Databases
data mining process. It has huge impact on theesses (Data source: UCI Repository of Machine Learning
of data mining projects. The purpose of datRatabase and Domain Theories,
preprocessing is to cleanse the noise data, extmadt (ftp:/ftp.ics.res.uci.edu/pub/machine-learningadetses/).
merge the data from different sources, and therstoam

. Hence, the feature subset selection method carctsele
and convert the data into a proper format.

feature subset with minimum number of features,cihi
Feature subset selection is one of the data prepsorg are relevant to get higher average classificaticcueacy
steps in data mining. It refers to choosing sulpépiof rate, that is, above 75% for all datasets. For WidEaset
attributes from the set of original attributes. Aiof using Naive Bayes classifiers, it improves the
feature subset selection is to reduce the numbfeatires classification accuracy rate to 96% for minimum  ibem

in the dataset and to increase the classificatimuracy Of selected subset. In lonosphere dataset almast fo
rate. Itis obvious that a data set might havaléwant and maximum classifiers, it gives 89% of classification
relevant features. If relevant features are salectdccuracy with minimum selected feature subset.Hewli
properly, then it is possible to increase the diassion dataset, classification is improved by 80%. Thugroued
accuracy rates [6, 18]. This paper presents argigped accuracy is obtained for all datasets with selesidaset
feature subset selection based on EFAIM for differeof minimum number of features at minimum processing
classifiers. First, discretization algorithm, FuZ2yMeans time.

(FCM) is used to discretize numeric features tostmct

the membership function of each fuzzy set of aufeat The rest of this paper is organized as follows.tiSec2
Then, it selects the feature subset, based on #thoah briefly reviews related work of feature subset skde.
EFAIM focusing on boundary samples. This method cdrection 3, presents EFAIM based method for feature
select feature subset with minimum number of fesstur subset selection focusing on the boundary sampias.
which are relevant to get higher average classifina experimental analysis is performed in section £ti§e 5
accuracy for different datasets. The selected featare concludes this paper.

validated by using classifiers, which is availallea free

software WEKA (http://www.cs.waikato.ac.nz/ml/wepk/

Average classification accuracy rates of EFAIM roetis

compared for different classifiers such as LMT, \iai

Bayes, SMO, C4.5, JRIP, PART and CART. The
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2. Literaturereview amount by which the entropy of X decreases reflects
additional information about X provided by Y and is
2.1 Fuzzy Entropy Measure called as information gain.

Fuzzy sets and logic are powerful mathematicalstéot 5 5 Fuzzy Absolute Information Measure [FAIM]
modelling and controlling uncertain systems in istdy,

humanity, and nature; they are facilitators forrappnate The FAIM [20] can be used to measure the degree of
reasoning in decision making in the absence of ¢et@p similarity between two fuzzy sets A and B, and eyt
and precise information. Their role is significamhen are useful for further development of the theory of
applied to complex phenomena not easily described similarity measures.

traditional mathematical tools. Entropy is a measur

which measures the impurity of a collection. Sorh¢he Suppose X is a discrete universe of discourse AaBd]
existing entropy measures are found in [4, 6, 918115, [&(X), then the absolute difference value, denoted by
16]. Let X be a discrete random variable with atéirset R(A, B), is called the fuzzy absolute informatioeasure
containing n elements, where X ={x¢% . x.}. If an of B to A, whereg(X) is a set consisting of all fuzzy
element xoccurs with a probability P{x then the amount subsets of discrete universe of discourse X, antfined

of information I(X) associated with ;x is defined as as,

follows:

RAB=HA B=HA- HAB @)
I (xi) =—logzp(x) 1

is called the fuzzy absolute mutual informationfufzy
The entropy H(X) of X is defined as follows: set A to fuzzy set B. Here H(A), H(B) denotes thezy

entropy measure of attribute set and H(A/B) is tjoin

n entropy of the attribute set. R(A, B) shows anuefice
H(X):—Z P(x)log2 P(x) ) degree of the fuzzy set A to fuzzy set B in fuzzy
= information processing aspects. It is a generalized

where n denotes the number of elements and &rotes absolute fuzzy eqtropy measure, and is called tmzy
the occurring probability of the element Xadeh defined Absolute Information Measure (FAIM). The FAIM caa b

a fuzzy entropy on a fuzzy set A for a finite seEXxy, used for clustering analysis, picture processiimgilarity

Xo... Xn} With respect to the probability distribution P —measures etc.

{P1, P2.... pu}, shown as follows: 2.4 Discretization Process

H(X) = _Zn: ua(x)Rlog R 3) In data minin_g, discretization process is_ knowrbéoone
of the most important data preprocessing tasks.t Mbs
the existing machines learning algorithms are clgpab
wherepz denotes the membership function of fz(x) extracting knowledge from databases that storeretisc
denotes the grade of membership pbe&longing to the attributes. If the attributes are continuous, tlgoi@Ethms
fuzzy set A , pdenotes the probability of xand 1< i< can be integrated with discretization algorithmsyiok

i=1

n. In [6], Lee et al. presented a fuzzy entropy snea of transform them into discrete feature.
an interval, based on Shannon's entropy measure ddidcretization methods are used to reduce the numibe
Luca’s axioms. values for a given continuous attributes by dividithe

range of the attribute into intervals. Discretiaatimakes
Feature selection method selects relevant feator@®t |earning more accurate and faster [5, 7, 12, 19].

higher average classification accuracy. MIFS metfigd
the FQI method [2], Dong-and-Kothari’'s method [3ida Normal discretization process specifically consisitshe
the OFFSS method [4] are various feature selectifwllowing four steps:

method can select features to get higher average _
classification accuracy rates. (i) Sort all the continuous values of the featuoebie

discretized.

2.2 Information Gain Measure B . . _ .
(ii) Choose a cut point to split the continuousues into

Information Gain Measure [8, 10] is a quantitativéintervals.
measure of an attribute. Entropy measures the itypafr _ _ _
a collection, whereas Information Gain measures ti#) Split or merge the intervals of continuouswes

purity of a collection with respect to class attitids The
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(iv) Choose the stopping criteria of discretizatipncess Where FE(A) denotes the fuzzy entropy of fuzzy/seVY

[19]. denotes the set of fuzzy set of feature f;d&notes the
summation of the membership grades of the samples
2.4 Boundary samples belonging to the fuzzy set A. S denotes the sunthef

membership grades of samples belonging to eachy fuzz
set of a feature f. In this process, fuzzy entramasure
IIj—'E(A) was defined based on the following definisdhl,
3.2, and 3.3.

Feature subset selection problem is regarded as
dimension reduction problem [9, 17]. In dimensio
reduction problems, boundary samples take impogartt
in affecting the results. In [14], EFAIM based fgat

selection focusing on boundary samples gives mimmupeginjtion 3.1 A set X of samples is divided into a set C

subset of features. The two dimensional featusc&p of classes. The class degree [9].(0) of the samples of
are reduced to one dimensional feature space. Redug|ass ¢, where e C, belonging to the fuzzy set A is

dimension will increase the entropy of data becausge (efined by:
information will be omitted while reducing the dinson.

So, this would decrease the classification accurdcy ZW\(X)

dimension reduction problem, each feature mightehav CDc(A)= xeXe e
incorrectly classified samples. Thus, an optimaitdes ZUA(X)

subset is a set of correlated features. It meaaisatner XeX

features could correctly classify the samples ireaity

classified by a feature. Boundary samples are racty

classified samples of features. So, feature sigedettion Where X denotes the samples of class c[1cC, pa
should focus on boundary samples. Thus entropy @gnotes the membership function of the fuzzy sgfx)
feature subset is calculated only by using the Bagn denotes the membership grade of x belongs to theyfu
samples instead of full set of samples. This impsothe set A,ux(x)C[0, 1].

classification accuracy. .
Definition 3.2 The fuzzy entropy FfA) [9] of the

3. Proposed Work samples of class c, where €, belonging to the fuzzy set
A'is defined as follows:
3.1 Methodology

This section presents a method for feature suletetton FEc(A) = -CDc(A)(log2CDc(A)) (8)

based on EFAIM is a dimension reduction problemictvh
focuses on the “boundary samples” instead of asktllof
samples to select the feature subset. Howeverg ubim
boundary samples directly to calculate a featutssestis
not possible. So, an indirect method is used t@kiyrthe
feature subset selection process described asvillo

Definition 3.3 The fuzzy entropy FE(A) [9] of a fuzzy set
A is defined by:

FE(A) = FE(A)

ceC (9)
Considering both fuzzy entropy measure of a featurimilarly, The Entropy of class C with respect to different
using class degree and based on entropy measatassf Values is defined as:
the proposed EFAIM is setup. It measures the puity .
samples. EFAIM(C, f), is called as Extended Fuzzyy (C) = _Z PlogzR (10)
Absolute Information Measure of a feature (f) with 01
respect to class C. In this process, EFAIM is agpbnly
for boundary samples. So, it is called as Exteriéiezzy Thus EFAIM was constructed for the proposed alpanit
Absolute Information Measure for Boundary Samplegsing fuzzy entropy measure of a feature and class.
EFAIMBS. It is defined as:

EFAIM(C, f)= H(C)- FE(C/ f) 5) 3.2 The EFAIM Algorithm

In thi E Ent ‘ ‘ tThe proposed work and its overall structure are
n s _procgss, uzzy Entropy measure ot a fea urreepresented in this algorithm. The proposed wosktst
FE(C/f) is defined as: . . o . o .

with discretization process. Discretization proces®ne
Sa . of the most important data preprocessing tasks. ther
FE(C/ )= ZEFE(A) (6) continuous attributes, the algorithms can be irtegt

AV with discretization algorithms to transform the tionous
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attributes into discrete feature. For this procéissises equal to the given threshold valug then the fuzzy set
Fuzzy C means algorithm to discrete numericallattes will be omitted to reduce the number of fuzzy setshe
and constructs the triangular membership function feature. These fuzzy sets of a feature having maxim
fuzzify all numeric features. For each feature ElfAIM class degrees are considered as correctly clabsifie

is calculated. The steps are given here under. samples of a feature. So, these samples are omitied
- the remaining samples are considered as boundary
Stepl: Initially, set the number K of clusters as 2. samples. Therefore, these samples having lesses cla

. . degree than Tare only considered as boundary samples
Step2: Use Fuzzy C means clustering algorithm to = . : . .
and included in this process. To consider only ki
generate K clusters centers based on the valuesa of . : .
samples, the Extension Matrix (EM) is constructed f
feature, where Kk 2.

each feature based on EFAIM. Features having highes
Step3: Construct the membership function of the fuzngAlM values are considered as best features aggkth

sets using triangular membership functions basethese features are combined using Combined ExtensioniMatr
K cluster centers, respectively. (CEM) [9]. Then fuzzy entropy measure BSFFE(f1, f2)

[9] of a feature subset {f1, f2} focusing on bounga
Step4: Calculate fuzzy entropy of feature f using classamples is calculated. Considering both fuzzy eytro

degree. measure, BSFFE(f1, f2) and entropy measure of class
EFAIMBS is setup. It measures the purity of bougdar
FE(C/ f)=Y %FE(K) samples.
AOV
In this process, a set R of samples is divided &gzt C
Step5: Calculate Entropy of class C. of classes, where R =rr,,... ,r}, F denotes a set of

candidate features and FS denotes the selectedrdeat

e subset. The algorithm for feature subset seledtounsing
H(C) = _ZI: Pilog2R on Boundary samples are presented as follows:
1=

) Stepl: Construct the extension matrix EMFor each
Step6: Calculate EFAIM for feature f using fuzzy]c f bershi d f val f 5
oDy Measure eature f membership grades of values of fuzzy aets
entropy ' defined in EM. For these fuzzy sets, calculate class
EFAIM(C, f)= H(C)- FE(C/ ) degree with respect to class and fuzzy entrgpy.nThe
calculate fuzzy entropy for each feature. Usingséhe
[neasures, calculate Extended Fuzzy Absolute Infiloma

Step7: If the decreasing rate of the EFAIM of feature f i
Measure EFAIM(f) for each feature.

larger than the threshold valug diven by the user, where

TcU[0, 1], then let K = K+1 and go to Step 2. OthseY  gren>- pyt the feature with the maximum EFAIM(f) into

let K = K-1 and Stop. The threshold valugid used in ¢ selected feature subset FS and remove it ferset F
the algorithm for constructing the membership fion ¢ -5ndidate features.

of the fuzzy sets of a numeric feature. In thiscpss, thus
EFAIM is calculated for each feature. Let Ers = EFAIM(f), where fs = arg max r EFAIM(f)

3.3 Application of EFAIM based on boundary samfites Let FS = {fs};
feature subset selection

LetF =F-{f}
This section presents the application of EFAIM femature
subset selection focusing on boundary samples.ufeeatStep3: Repeatedly put the feature, which can increase the
subset selection used in this process considers tosl EFAIMBS of the feature subset into FS until no sach
boundary samples instead of full set of samplesiléVhfeature exists.
constructing EFAIM, a threshold valug & used, where
T, O [0, 1], which omit the fuzzy set of a feature who
maximum class degree is larger than or equal to tf1e
threshold value T given by the user for feature subse't:Or each LF, do
selection. According to (1), there are n “classrdeg’ of
a set of samples belonging to a fuzzy set withees n
classes. The maximum class degree of a fuzzy setC&lculate EMgs y @ according to the maximum class
defined as the maximum among the n “class degrées”degree threshold value Tiven by the user, where, €
the maximum class degree of a fuzzy set is largan br [0, 1].

Repeat
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EMesum = CEM(FS, 1, T); wX)=1,ifx=v,

Calculate Fuzzy Entropy BSFFE(FS, f) of the featurelse

subset FS U {f} focusing on boundary samples. Cateu

Extended Fuzzy Absolute Information Measurév(X) =0, otherwise
EFAIMBS(FS, f) of the feature subset FS U {f} fotug

where vO U, where U denotes a set of values of a
on boundary samples.

nominal feature, angd, denotes the membership function
h of the fuzzy set v.

Let f = argmax ¢ r EFAIMBS(FS, f) which returns one of For example, the set of values of the feature “Stos
such a feature f that maximizes the functiofPass, faill. When the value of the feature “Scorie”

EFAIMBS(FS, f); “pass”, the membership grades are:

Let D = EFAIMBS(FS, f) - Es Ipass(Pass) = 1 anda) (pass) = 0.

Let EFS= EFAIMBS(FS, f); A numeric feature can be discretized into finitezfy sets.
The number of fuzzy sets will affect the result of

Let FS=FS U {f}; classification. Therefore, the discretization ohameric

feature is an important process. Using unsupervised

Let F=F-{f}; learning techniques to discretize a numeric featsra

¥ good method, so they can be discretized to tramstoe

' numerical data into categorical one. Fuzzy C Means

Until ( Ers-0 (or) D<0 (or) F={}); [FCM] is used to discretize the data. Then the rtigm
EFAIM is implemented on the discretized dataseteiect

Let FS is a selected feature subset. minimum number of features for feature subset. To

. _ validate the selected features, the selected festare
Thus Feature Subset Selection is generated USipared with seven different classifiers such BETL
EFAIMBS focusing on boundary samples. Naive Bayes, SMO, C4.5, JRIP, PART and CART.

4. Experimental Analysisand Discussion The experiments are carried out by using data taétn

from UCI Repository of Machine Learning Databases

i . . .
MatLab version 7.0 and the experimental analysis {;Egata source: UCI Repository of Machine Learning

presented. First, the proposed method is selectiDatabase and Domain Theories,

minimum number of features for feature subset ﬁ%://ftp.ms.res.UC|.edu/pub/machlne—learnlngaﬂHises/).

minimum time. Second, the selected feature sutrsetTihe selected data are used to train classifierschwis

. . ) o . available in WEKA to evaluate the performance of th
validated using different classifiers to improveeth .
e . selected feature subsets by different methods. The
classification performance of the attributes selédiy the .
classification powers of the selected data are G€efbld
EFAIM method. L o .
cross-validation, in which, it divides each dathisto 10

The proposed algorithm gives improved results foe t Subsets of approximately equal size and executeris.
datasets taken from UCI Repository of machine legrn Each time it selects one of the 10 subsets asettng
databases. The data sets used here have two ¢asegbr data set and train the classifier with the remanth
features that are nominal and numerical attribugeth) of Subsets to get the classification accuracy rath wispect
them have their corresponding membership functiis t0 each selected feature subset.

fuzzy sets. Each value of a nominal feature can be

regarded as a fuzzy set, where its membershipibmet

defined as follows:

The proposed method has been implemented us
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Table 1. Feature Selection with different classifiers

Classifiers

S Data sets | Raw Data Selected Time(Sec)
No. features

LMT | NB | SMO | C45 | JRIP | PART | CART
1 WPBC 33 2 4.13 78.79 78.19 76.26 75|76 71.78 574.776.26
2 SONAR 60 2 7.55 76.92 69.12 75.49 76|44 74.52 4476. 76.44
3 WINE 13 4 3.156 92.14 96.07 93.82 92/70 91.57 3®84. 90.45
4 ECOLI 7 3 3.88 83.04 83.33 79.716 7946 8095 $B0.981.85
5 IONO 34 2 12.23 88.89 84.05 82.08 89|18 88.89 688. 88.6

After executing 10 times, it gives the averag@ novel method called EFAIM has been proposed for
classification accuracy rates of feature subsetctieh feature subset selection focusing on boundary sesipt
algorithm. The average classification accuracy wittiifferent classifiers. The proposed method dealsh wi
different classifiers is tabulated in Table-1. numeric and nominal features. First, the numerical
attributes have been discretized using Fuzzy C Klean
The proposed feature subset selection method fiereit  Then the method EFAIM was applied for feature subse
classifiers can select feature subset with mininmumber  sejection focusing boundary samples. The performanc
of features, which are relevant to get higher ay@raeyajuation of the feature subset selection metlzme:d on
classification accuracy for all datasets. Almost &l EpaM was compared with different classifiers.
datasets it gets above 75% of accuracy. For WINEsga
using Naive Bayes classifiers, it improves th&he experimental results showed that the proposed
classification accuracy rate to 96% and for lonesph EFAIM method is very efficient for different sizef o
dataset almost for maximum classifiers; it give8688f datasets, in selecting very minimum features fatuie
classification accuracy with minimum selected featusubset, giving higher classification accuracy widss
subset. For Ecoli dataset, classification is imptbwy time. To verify the effectiveness of this methodyeyal
80%. Thus improved accuracy is obtained with d$etbc experiments are carried out for classifiers LMT,i\iéa
subset of minimum number of features at minimuBayes, SMO, C4.5, JRIP, PART and Simple Cart with
processing time. different UCI datasets. The Experimental resulidates
that the proposed algorithm achieves better acgui@c
The threshold value (Tis used in the algorithm for 4| gatasets, that is, almost above 75% of accurBoy
constructing the membership functions of the fuzets of \\NE dataset, it gets 96% of classification accyréar
a numeric feature and the threshold valuesTised in the Ngajve Bayes classifier. For lonosphere datasegjvies
algorithm for feature subset selection. The thrigskalue  gimost 899% of classification accuracy for maximufn o
Tc and T used in this method for different datasets aigassifiers with minimum selected feature subsetusT
shown in Table-2. The subset of selected featufes jgproved accuracy is obtained with selected subget
different dataset for EFAIM method is displayed ifninimum number of features at minimum processing
Figure-1. For the selected Subset of features, thge.
classification accuracy rate of different dataséts

different classifiers is displayed in Figure-2. Table2. The threshold value;and T for different
datasets
5. Conclusion
a Data set Threshold valuefT Threshold

Data Mining is not the only answer to all probleansd value(T)

. . . L WPBC 0.50 0.80
sometimes it has been over emphasized. It is ekpetts

: , SONAR 0.20 0.75

carry out the entire process and therefore has eorb WINE 0.20 050
thought out clearly. Feature selection approackedsiae ECOLI 0"20 0:30
the complexity of the overall process by allowihg Oata | |ONO 0.20 0.70

mining system to focus on what is really importartius,

the data mining knowledge produced is found more
meaningful. Also the new users / end users willlmgtter
results quickly.
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Fig. 1 Feature Subset Selection using EFAIM Method
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