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Abstract 

Feature subset selection plays an important role in data mining and machine learning applications. The main aim of 
feature subset selection is reducing dimensionality by removing irrelevant and redundant features and improving 
classification accuracy. This paper presents a supervised feature selection method called as Extended Fuzzy Absolute 
Information Measure (EFAIM) for different classifiers. In this process, first discretization algorithm is applied to 
discretize numeric and nominal features of a database to construct fuzzy sets of a feature. Then the method EFAIM is 
applied to select feature subset focusing on boundary samples. To verify the effectiveness of this method, several 
experiments are conducted for different classifiers, such as, LMT, Naïve Bayes, SMO, C4.5, JRIP, PART and Simple 
Cart with different UCI datasets. The Experimental results indicates that the proposed algorithm have achieved better 
classification accuracy for all datasets, that is, almost above 75% of accuracy. For WINE dataset, it gets 96% of 
classification accuracy for Naïve Bayes classifier. For Ionosphere dataset, it gives almost 89% of classification accuracy 
for maximum of classifiers with minimum selected feature subset. Thus improved classification accuracy is obtained 
with selected subset of minimum number of features at minimum processing time. 
 
Keywords: Boundary samples, Classification, Data mining, Discretization, Extended Fuzzy Absolute Information Measure, 
Feature selection, Fuzzy sets, Membership function. 

 

1. Introduction 
Data preprocessing is an important and critical step in the 
data mining process. It has huge impact on the successes 
of data mining projects. The purpose of data 
preprocessing is to cleanse the noise data, extract and 
merge the data from different sources, and then transform 
and convert the data into a proper format. 

Feature subset selection is one of the data preprocessing 
steps in data mining. It refers to choosing subset [4] of 
attributes from the set of original attributes. Aim of 
feature subset selection is to reduce the number of features 
in the dataset and to increase the classification accuracy 
rate.  It is obvious that a data set might have irrelevant and 
relevant features. If relevant features are selected 
properly, then it is possible to increase the classification 
accuracy rates [6, 18].  This paper presents a supervised 
feature subset selection based on EFAIM for different 
classifiers. First, discretization algorithm, Fuzzy C Means 
(FCM) is used to discretize numeric features to construct 
the membership function of each fuzzy set of a feature. 
Then, it selects the feature subset, based on the method 
EFAIM focusing on boundary samples. This method can 
select feature subset with minimum number of features, 
which are relevant to get higher average classification 
accuracy for different datasets. The selected features are 
validated by using classifiers, which is available in a free 
software WEKA (http://www.cs.waikato.ac.nz/ml/weak/).  
Average classification accuracy rates of EFAIM method is 
compared for different classifiers such as LMT, Naïve 
Bayes, SMO, C4.5, JRIP, PART and CART. The 

experiments are conducted for different data sets taken 
from UCI Repository of Machine Learning Databases 
(Data source: UCI Repository of Machine Learning 
Database and Domain Theories, 
(ftp://ftp.ics.res.uci.edu/pub/machine-learning-databases/).  

Hence, the feature subset selection method can select 
feature subset with minimum number of features, which 
are relevant to get higher average classification accuracy 
rate, that is, above 75% for all datasets. For WINE dataset 
using Naïve Bayes classifiers, it improves the 
classification accuracy rate to 96% for minimum number 
of selected subset. In Ionosphere dataset almost for 
maximum classifiers, it gives 89% of classification 
accuracy with minimum selected feature subset. For Ecoli 
dataset, classification is improved by 80%. Thus improved 
accuracy is obtained for all datasets with selected subset 
of minimum number of features at minimum processing 
time.  
 
The rest of this paper is organized as follows. Section 2 
briefly reviews related work of feature subset selection. 
Section 3, presents EFAIM based method for feature 
subset selection focusing on the boundary samples. An 
experimental analysis is performed in section 4. Section 5 
concludes this paper.  
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2. Literature review 
 
2.1 Fuzzy Entropy Measure 
 
Fuzzy sets and logic are powerful mathematical tools for 
modelling and controlling uncertain systems in industry, 
humanity, and nature; they are facilitators for approximate 
reasoning in decision making in the absence of complete 
and precise information. Their role is significant when 
applied to complex phenomena not easily described by 
traditional mathematical tools. Entropy is a measure, 
which measures the impurity of a collection. Some of the 
existing entropy measures are found in [4, 6, 9, 11, 13, 15, 
16]. Let X be a discrete random variable with a finite set 
containing n elements, where X = {x1, x2 … xn}. If an 
element xi occurs with a probability P(xi), then the amount 
of information I(xi) associated with xi  is defined as 
follows:               

2( ) log ( )i iI x p x= −                     (1) 

The entropy H(X) of X is defined as follows: 

2
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where n denotes the number of elements and P(xi) denotes 
the occurring probability of the element xi. Zadeh defined 
a fuzzy entropy on a fuzzy set Ã for a finite set X = {x1, 
x2… xn} with respect to the probability distribution P = 
{p1, p2,… pn}, shown as follows: 
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where µÃ denotes the membership function of Ã.  µÃ(xi) 
denotes the grade of membership of xi belonging to the 
fuzzy set Ã , pi denotes the probability of xi , and 1 ≤ i ≤ 
n. In [6], Lee et al. presented a fuzzy entropy measure of 
an interval, based on Shannon’s entropy measure and 
Luca’s axioms.  

Feature selection method selects relevant features to get 
higher average classification accuracy. MIFS method [1], 
the FQI method [2], Dong-and-Kothari’s method [3] and 
the OFFSS method [4] are various feature selection 
method can select features to get higher average 
classification accuracy rates.  

2.2 Information Gain Measure 

Information Gain Measure [8, 10] is a quantitative 
measure of an attribute. Entropy measures the impurity of 
a collection, whereas Information Gain measures the 
purity of a collection with respect to class attribute. The 

amount by which the entropy of X decreases reflects 
additional information about X provided by Y and is 
called as information gain. 

2.3 Fuzzy Absolute Information Measure [FAIM] 

The FAIM [20] can be used to measure the degree of 
similarity between two fuzzy sets A and B, and so they 
are useful for further development of the theory of 
similarity measures. 

Suppose X  is a discrete universe of discourse, and A,B ∈ 
ξ(X), then the absolute difference value, denoted by 
R(A, B), is called the fuzzy absolute information measure 
of B to A, where ξ(X) is a set consisting of all fuzzy 
subsets of discrete universe of discourse X, and is defined 
as, 

( , ) ( ) ( ) ( )R A B H A B H A H A B= = −I                   (4) 

is called the fuzzy absolute mutual information of fuzzy 
set A to fuzzy set B. Here H(A), H(B) denotes the fuzzy 
entropy measure of attribute set and H(A/B) is joint 
entropy of the attribute set. R(A, B) shows an influence 
degree of the fuzzy set A to fuzzy set B in fuzzy 
information processing aspects. It is a generalized 
absolute fuzzy entropy measure, and is called the Fuzzy 
Absolute Information Measure (FAIM). The FAIM can be 
used for clustering analysis, picture processing, similarity 
measures etc. 

2.4 Discretization Process 

In data mining, discretization process is known to be one 
of the most important data preprocessing tasks. Most of 
the existing machines learning algorithms are capable of 
extracting knowledge from databases that store discrete 
attributes. If the attributes are continuous, the algorithms 
can be integrated with discretization algorithms, which 
transform them into discrete feature. 
Discretization methods are used to reduce the number of 
values for a given continuous attributes by dividing the 
range of the attribute into intervals. Discretization makes 
learning more accurate and faster [5, 7, 12, 19].  

Normal discretization process specifically consists of the 
following four steps: 

(i) Sort all the continuous values of the feature to be 
discretized.  

(ii) Choose a cut point to split the continuous values into 
intervals.  

(iii) Split or merge the intervals of continuous values  
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(iv) Choose the stopping criteria of discretization process 
[19].  

2.4   Boundary samples 

Feature subset selection problem is regarded as a 
dimension reduction problem [9, 17]. In dimension 
reduction problems, boundary samples take important part 
in affecting the results. In [14], EFAIM based feature 
selection focusing on boundary samples gives minimum 
subset of features.  The two dimensional feature spaces 
are reduced to one dimensional feature space. Reduced 
dimension will increase the entropy of data because some 
information will be omitted while reducing the dimension. 
So, this would decrease the classification accuracy. In 
dimension reduction problem, each feature might have 
incorrectly classified samples. Thus, an optimal feature 
subset is a set of correlated features. It means that other 
features could correctly classify the samples incorrectly 
classified by a feature. Boundary samples are incorrectly 
classified samples of features. So, feature subset selection 
should focus on boundary samples. Thus entropy of 
feature subset is calculated only by using the boundary 
samples instead of full set of samples. This improves the 
classification accuracy. 

3. Proposed Work 
 
3.1 Methodology 
 
This section presents a method for feature subset selection 
based on EFAIM is a dimension reduction problem, which 
focuses on the “boundary samples” instead of a full set of 
samples to select the feature subset. However, using the 
boundary samples directly to calculate a feature subset is 
not possible. So, an indirect method is used to simplify the 
feature subset selection process described as follows. 

Considering both fuzzy entropy measure of a feature 
using class degree and based on entropy measure of class, 
the proposed EFAIM is setup. It measures the purity of 
samples. EFAIM(C, f), is called as Extended Fuzzy 
Absolute Information Measure of a feature (f) with 
respect to class C. In this process, EFAIM is applied only 
for boundary samples. So, it is called as Extended Fuzzy 
Absolute Information Measure for Boundary Samples 
EFAIMBS. It is defined as: 

( , ) ( ) ( / )EFAIM C f H C FE C f= −                     (5) 

In this process, Fuzzy Entropy measure of a feature 
FE(C/f) is defined as: 

( )( / )
A
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S∈

= Α∑                         (6) 

Where FE(Ã) denotes the fuzzy entropy of fuzzy set Ã, V 
denotes the set of fuzzy set of feature f; SÃ denotes the 
summation of the membership grades of the samples 
belonging to the fuzzy set Ã. S denotes the sum of the 
membership grades of samples belonging to each fuzzy 
set of a feature f. In this process, fuzzy entropy measure 
FE(Ã) was defined based on the following definitions 3.1, 
3.2, and 3.3. 

Definition 3.1 A set X of samples is divided into a set C 
of classes. The class degree [9] CDc(Ã) of the samples of 
class c, where c є C, belonging to the fuzzy set Ã is 
defined by: 

( c
CCD

∑

∑

Ã

xєX

Ã

xєX

µ (x)
Ã)=

µ (x)
 

(7) 

                                                                                                                       

where Xc denotes the samples of class c, c ∈ C, µÃ 
denotes the membership function of the fuzzy set, µÃ(x) 
denotes the membership grade of x belongs to the fuzzy 

set Ã, µÃ(x)∈[0, 1]. 

Definition 3.2 The fuzzy entropy FEc(Ã) [9] of the 
samples of class c, where c є C, belonging to the fuzzy set 
Ã is defined as follows:   

( ( (CF E C 2 CÃ ) = -CD Ã )( lo g CD Ã ))                  (8)   

Definition 3.3 The fuzzy entropy FE(Ã) [9] of a fuzzy set 
Ã is defined by: 

( (CFE FE∑
cЄC

Ã) = Ã)
                                                (9) 

Similarly, The Entropy of class C with respect to different 
values is defined as: 

2

1

( ) log
n

i i

i

H C P P
=

= −∑                   (10) 

Thus EFAIM was constructed for the proposed algorithm 
using fuzzy entropy measure of a feature and class. 

 
3.2 The EFAIM Algorithm 
 
The proposed work and its overall structure are 
represented in this algorithm. The proposed work starts 
with discretization process. Discretization process is one 
of the most important data preprocessing tasks. For the 
continuous attributes, the algorithms can be integrated 
with discretization algorithms to transform the continuous 
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attributes into discrete feature. For this process, it uses 
Fuzzy C means algorithm to discrete numerical attributes 
and constructs the triangular membership function to 
fuzzify all numeric features.  For each feature (f), EFAIM 
is calculated. The steps are given here under. 

Step1: Initially, set the number K of clusters as 2. 

Step2: Use Fuzzy C means clustering algorithm to 
generate K clusters centers based on the values  of  a  
feature,   where K ≥ 2. 

Step3: Construct the membership function of the fuzzy 
sets using triangular membership functions based on these 
K cluster centers, respectively. 

Step4: Calculate fuzzy entropy of feature f using class 
degree.  

( )( / )
A

A V

S
FE C f FE

S∈

= Α∑  

Step5: Calculate Entropy of class C. 

2

1

( ) log
n

i i

i

H C P P
=

= −∑  

 Step6: Calculate EFAIM for feature f using fuzzy 
entropy measure. 

  ( , ) ( ) ( / )EFAIM C f H C FE C f= −  

Step7: If the decreasing rate of the EFAIM of feature f is 
larger than the threshold value Tc given by the user, where 

Tc ∈ [0, 1], then let K = K+1 and go to Step 2.  Otherwise, 
let K = K−1 and Stop. The threshold value Tc is used in 
the algorithm for constructing the membership functions 
of the fuzzy sets of a numeric feature. In this process, thus 
EFAIM is calculated for each feature. 

3.3 Application of EFAIM based on boundary samples for 
feature subset selection 
 
This section presents the application of EFAIM for feature 
subset selection focusing on boundary samples. Feature 
subset selection used in this process considers only the 
boundary samples instead of full set of samples. While 
constructing EFAIM, a threshold value Tr  is used, where 

Tr  ∈  [0, 1], which omit the fuzzy set of a feature whose 
maximum class degree is larger than or equal to the 
threshold value Tr  given by the user for feature subset 
selection. According to (1), there are n “class degrees” of 
a set of samples belonging to a fuzzy set with respect to n 
classes. The maximum class degree of a fuzzy set is 
defined as the maximum among the n “class degrees”. If 
the maximum class degree of a fuzzy set is larger than or 

equal to the given threshold value Tr, then the fuzzy set 
will be omitted to reduce the number of fuzzy sets of the 
feature. These fuzzy sets of a feature having maximum 
class degrees are considered as correctly classified 
samples of a feature. So, these samples are omitted, and 
the remaining samples are considered as boundary 
samples. Therefore, these samples having lesser class 
degree than Tr are only considered as boundary samples 
and included in this process. To consider only boundary 
samples, the Extension Matrix (EM) is constructed for 
each feature based on EFAIM. Features having highest 
EFAIM values are considered as best features and these 
features are combined using Combined Extension Matrix 
(CEM) [9]. Then fuzzy entropy measure BSFFE(f1, f2) 
[9] of a feature subset {f1, f2} focusing on boundary 
samples is calculated. Considering both fuzzy entropy 
measure, BSFFE(f1, f2) and entropy measure of class, the 
EFAIMBS is setup. It measures the purity of boundary 
samples. 

In this process, a set R of samples is divided into a set C 
of classes, where R = {r1, r2,… ,rc}, F denotes a set of 
candidate features and FS denotes the selected feature 
subset. The algorithm for feature subset selection focusing 
on Boundary samples are presented as follows: 

Step1: Construct the extension matrix EMf. For each 
feature f membership grades of values of fuzzy sets are 
defined in EMf. For these fuzzy sets, calculate class 
degree with respect to class and fuzzy entropy. Then 
calculate fuzzy entropy for each feature. Using these 
measures, calculate Extended Fuzzy Absolute Information 
Measure EFAIM(f) for each feature.  

Step2: Put the feature with the maximum EFAIM(f) into 
the selected feature subset FS and remove it from the set F 
of candidate features.  

Let EFS   = EFAIM(f), where fs = arg max f Є F EFAIM(f) 

Let FS   =   {fs}; 

Let F     = F - {f}; 

Step3: Repeatedly put the feature, which can increase the 
EFAIMBS of the feature subset into FS until no such a 
feature exists.  

 Repeat 
{ 

For each f ∈ F, do 

 {   

Calculate EM FS U {f} according to the maximum class 
degree threshold value Tr  given by the user, where Tr Є 
[0, 1]. 
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 EM FS U {f}   = CEM(FS, f, Tr); 

Calculate Fuzzy Entropy BSFFE(FS, f) of the feature 
subset FS U {f} focusing on boundary samples. Calculate 
Extended Fuzzy Absolute Information Measure 
EFAIMBS(FS, f) of the feature subset FS U {f} focusing 
on boundary samples.  

 }; 

Let f = argmax f Є F EFAIMBS(FS, f) which returns one of 
such a feature f that maximizes the function 
EFAIMBS(FS, f);  

Let D = EFAIMBS(FS, f) - EFS; 

Let EFS = EFAIMBS(FS, f); 

Let   FS = FS U {f}; 

Let   F = F - {f}; 

}; 

Until (   EFS = 0 (or) D ≤ 0 (or)   F = { }); 

Let FS is a selected feature subset.   

Thus Feature Subset Selection is generated using 
EFAIMBS focusing on boundary samples. 

4. Experimental Analysis and Discussion 
 
The proposed method has been implemented using 
MatLab version 7.0 and the experimental analysis is 
presented. First, the proposed method is selecting 
minimum number of features for feature subset in 
minimum time. Second, the selected feature subset is 
validated using different classifiers to improve the 
classification performance of the attributes selected by the 
EFAIM method.  

The proposed algorithm gives improved results for the 
datasets taken from UCI Repository of machine learning 
databases. The data sets used here have two categories of 
features that are nominal and numerical attributes, both of 
them have their corresponding membership functions of 
fuzzy sets. Each value of a nominal feature can be 
regarded as a fuzzy set, where its membership function is 
defined as follows: 

µv(x) = 1, if x = v, 

else 

µv(x) = 0, otherwise 

where v ∈ U, where U denotes a set of values of a 
nominal feature, and µv denotes the membership function 
of the fuzzy set v.  

For example, the set of values of the feature “Score” is 
{pass, fail}. When the value of the feature “Score” is 
“pass”, the membership grades are:  

Ìpass (pass) = 1 and Ìfail (pass) = 0. 

A numeric feature can be discretized into finite fuzzy sets. 
The number of fuzzy sets will affect the result of 
classification. Therefore, the discretization of a numeric 
feature is an important process. Using unsupervised 
learning techniques to discretize a numeric feature is a 
good method, so they can be discretized to transform the 
numerical data into categorical one. Fuzzy C Means 
[FCM] is used to discretize the data. Then the algorithm 
EFAIM is implemented on the discretized dataset to select 
minimum number of features for feature subset. To 
validate the selected features, the selected features are 
compared with seven different classifiers such as LMT, 
Naïve Bayes, SMO, C4.5, JRIP, PART and CART.  

The experiments are carried out by using data sets taken 
from UCI Repository of Machine Learning Databases 
(Data source: UCI Repository of Machine Learning 
Database and Domain Theories, 
(ftp://ftp.ics.res.uci.edu/pub/machine-learning-databases/). 
The selected data are used to train classifiers, which is 
available in WEKA to evaluate the performance of the 
selected feature subsets by different methods. The 
classification powers of the selected data are used 10 fold 
cross-validation, in which, it divides each data set into 10 
subsets of approximately equal size and execute 10 times. 
Each time it selects one of the 10 subsets as the testing 
data set and train the classifier with the remaining 9 
subsets to get the classification accuracy rate with respect 
to each selected feature subset. 
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Table  1.   Feature Selection with different classifiers 

S. 
No. 

Data sets Raw Data 
Selected 
features 

Time(Sec) 

Classifiers 

 
LMT 

 
NB 

 
SMO 

 
C4.5 

 
JRIP 

 
PART 

 
CART 

1 WPBC 33 2 4.13 78.79 78.79 76.26 75.76 77.78 74.75 76.26 

2 SONAR 60 2 7.55 76.92 69.72 75.49 76.44 74.52 76.44 76.44 
3 WINE 13 4 3.156 92.14 96.07 93.82 92.70 91.57 94.38 90.45 
4 ECOLI 7 3 3.88 83.04 83.33 79.76 79.46 80.95 80.95 81.85 
5 IONO 34 2 12.23 88.89 84.05 82.08 89.18 88.89 88.6 88.6 

 
 After executing 10 times, it gives the average 
classification accuracy rates of feature subset selection 
algorithm. The average classification accuracy with 
different classifiers is tabulated in Table-1. 

The proposed feature subset selection method for different 
classifiers can select feature subset with minimum number 
of features, which are relevant to get higher average 
classification accuracy for all datasets. Almost for all 
datasets it gets above 75% of accuracy. For WINE dataset 
using Naïve Bayes classifiers, it improves the 
classification accuracy rate to 96% and for Ionosphere 
dataset almost for maximum classifiers; it gives 89% of 
classification accuracy with minimum selected feature 
subset. For Ecoli dataset, classification is improved by 
80%.  Thus improved accuracy is obtained with selected 
subset of minimum number of features at minimum 
processing time.   

The threshold value Tc is used in the algorithm for 
constructing the membership functions of the fuzzy sets of 
a numeric feature and the threshold value Tr is used in the 
algorithm for feature subset selection. The threshold value 
Tc and Tr used in this method for different datasets are 
shown in Table-2. The subset of selected features of 
different dataset for EFAIM method is displayed in 
Figure-1. For the selected Subset of features, the 
classification accuracy rate of different datasets for 
different classifiers is displayed in Figure-2. 

5. Conclusion 
 
Data Mining is not the only answer to all problems and 
sometimes it has been over emphasized. It is expensive to 
carry out the entire process and therefore has to be 
thought out clearly. Feature selection approaches reduce 
the complexity of the overall process by allowing the data 
mining system to focus on what is really important. Thus, 
the data mining knowledge produced is found more 
meaningful. Also the new users / end users will get better 
results quickly. 

A novel method called EFAIM has been proposed for 
feature subset selection focusing on boundary samples for 
different classifiers. The proposed method deals with 
numeric and nominal features. First, the numerical 
attributes have been discretized using Fuzzy C Means. 
Then the method EFAIM was applied for feature subset 
selection focusing boundary samples. The performance 
evaluation of the feature subset selection method based on 
EFAIM was compared with different classifiers.   

The experimental results showed that the proposed 
EFAIM method is very efficient for different size of 
datasets, in selecting very minimum features for feature 
subset, giving higher classification accuracy with less 
time. To verify the effectiveness of this method, several 
experiments are carried out for classifiers LMT, Naïve 
Bayes, SMO, C4.5, JRIP, PART and Simple Cart with 
different UCI datasets. The Experimental result indicates 
that the proposed algorithm achieves better accuracy for 
all datasets, that is, almost above 75% of accuracy. For 
WINE dataset, it gets 96% of classification accuracy for 
Naïve Bayes classifier. For Ionosphere dataset, it gives 
almost 89% of classification accuracy for maximum of 
classifiers with minimum selected feature subset. Thus 
improved accuracy is obtained with selected subset of 
minimum number of features at minimum processing 
time.   

Table 2.   The threshold value Tc and   Tr for different 
datasets 

Data set Threshold value(Tc) Threshold 
value(Tr) 

WPBC 0.50 0.80 
SONAR 0.20 0.75 
WINE 0.20 0.50 
ECOLI 0.20 0.30 
IONO 0.20 0.70 
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Fig. 1 Feature Subset Selection using EFAIM Method 
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Fig. 2 Classification Accuracy Rate of EFAIM method for 
Different Classifiers 
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